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ABSTRACT: Spatial databases are stores the information about the spatial objects which are associated with the 
keywords to show the information such as its business/services/features. Very important problem known as closest 
keywords search is to query objects, called keyword cover. In nearest keyword search, it covers a set of query 
keywords and minimum distance between objects. From last few years, keyword rating increases its availability and 
importance in object evaluation for the decision making. This  is  the  main  reason  for  developing  this  new  
algorithm  called  Best keyword  cover  which  is  considers  inter distance  as  well  as  the  rating  provided  by  the  
customers  through  the  online business  review sites.  Closest keyword searchalgorithm combines the objects from 
various query keywords to a generate candidate keyword cover. Two algorithms Base-line algorithm and keyword 
nearest-neighborexpansion algorithms are used to finding best keyword cover. The performance of the closest keyword 
algorithm drops dramatically, when the number of query keyword increases. The solution of this problem of the 
existing algorithm, this work proposes generic version called keyword nearest neighbor expansion which reduces the 
resulted candidate key-word covers. 
 
KEYWORDS: Spatial -database, point of the interests, query keywords, keyword ratings, key-word cover. 

I. INTRODUCTION 
 

       An improving number of the applications require the efficient execution of nearest neighbour (-NN) queries 
constrained by the properties of spatial objects. Due to the popularity of keyword search, particularly on the Internet, 
many of these applications allow the user to provide a list of keywords that spatial objects (hence forth referred to 
simply as objects) should contain, in their description or other attribute. 1. For E.g, online yellow pages are allowed 
system user to specify an address and set of keyword, and send back businesses related description contains these 
keywords, ordered by their actual distance to specified address location. The spatial, keyword query consists of a query 
area and the group of keywords. The answer is the list of objects ranked according to a combination of their distance to 
the query area and the relevance of their text description to query keywords. A simple yet’ popular variant, which is a 
used in our runninge. g, is distance first spatial keyword query, where objects are ranked by distance and keywords are 
applied as a conjunctive filter to eliminate objects that do not contain them. Which is our running example, displaying a 
dataset of fictitious hotels with their spatial co-ordinates and a set of descriptive attribute (name, amenities)? An 
example of a spatial keywords query is “find the closest hotels to the point that contain keywords internet and pool”. 
The top result of this query is the hotel object. Unfortunately, there is nothing efficient support for top k spatial 
keyword queries, where the prefix of the result list has required. Current applications use ad-hoc combination of the 
nearest neighbour (NN) and keyword search techniques to tackle a problem. For instance, an R-Tree is used to find out 
the nearest neighbours and for each neighbour an inverted index is using to check if the query keyword is contained. In 
this project show that such two phase approaches are inefficient. This project develops two BKC query processing 
algorithms, baseline & keyword NNE.  The  base-line  algorithm  is inspired by the  mCK  query  processing  
techniques Both  the  base-line  algorithm & keyword-NNE algorithm  are supported by the  indexing the objects with 
an R*-tree like index, called KRR*-tree. In the baseline algorithm, the idea is to combine  nodes  in  higher  
hierarchical  levels  of  KRR*-trees  to  generate  candidate  keyword  covers.  Then,  the  most promising  candidate  is  
assessed  in  priority  by  combining  their  child  nodes  to  generate  new  candidates.  Even  though BKC  query  can  
be  effectively  resolved,  when  the  number  of  query  keywords  increases,  the  performance  drops dramatically  as  
a  result  of  massive  candidate  keyword  covers  generated.  To come this analytic drawback, we are developed much 



  
                        
                   
                    
                   ISSN(Online) : 2319-8753 

                                                                                                                                                                   ISSN (Print)  :  2347-6710 

International Journal of Innovative Research in Science, 
Engineering and Technology 

(An ISO 3297: 2007 Certified Organization) 

Vol. 5, Issue 11, November 2016 
 

Copyright to IJIRSET                                                               DOI:10.15680/IJIRSET.2016.0511147                                          19530 

    

climbedkeyword nearest-neighbor expansion (keyword-NNE)  algorithms which applies the various strategy.  
Keyword-NNE selects one of query keyword as a chief query keyword.  The objects are associated with principal query 
keyword  has  principal  objects. 

II. RELATED WORK 
 

Given a set of query keywords, an essential task of spatial keywords search is to identify spatial object(s) which are 
associated with keywords relevant to a set of query keywords and have desirable spatial relationships (e.g., close to 
each other and/or close to a query location). This problem has unique value in various applications because user 
requirements are often expressed as multiple keywords. For example, a tourist who plans to visit a city may have 
particular shopping, dining and accommodation needs. It is desirable that all these needs can be satisfied without long 
distance traveling. Due to the remarkable value in practice, several variants of spatial keyword search problem have 
been studied. The works aim to find out the number of separate objects, each of which is the near to a query location 
and the associated keywords (or called document) are very relevant to a set of query keywords (or called query 
document).Li et al. the spatial relevance’s to the query, They focused on the efficiency issue of geographic document 
search and proposed an efficient indexing structure, namely, IR-tree, along with a top-k document search algorithm. 
From an extensive experimentation, IR-tree is demonstrated to outperform the state-of-the-art approaches. At present, 
they are prototyping a geographic search engine with IR-tree as the score and building a testbed based on IR-tree for 
future research. They also plan to further enhance the IR-tree index based on various access patterns. 
Cao et al. describes, that, they propose a new type of query, the LkPT query that retrieves the top-k spatial web objects 
ranked according to both location proximity and so-called prestige-based relevance that considers both the text 
relevance of an object to a query and the presence of nearby objects that are relevant to the query]. We develop 
twobaseline algorithms and propose two new algorithms to process the LkPT query. Results of empirical studies on real 
data demonstrate the effectiveness of LkPT the query and the efficiency of the new algorithms. They propose two 
algorithms that compute LkPT queries. Empirical studied with real-world spatial data indicate that LkPT querie are 
effective in retrieving web objects than the previous issues that does not consider the effects of  closest objects; and 
they can show that a proposed algorithms are scalable and outperform baseline issue significantly. 
Rocha-Junior et al. describes that they present a new index named Spatial Inverted-Index (S2I) and algorithms (SKA 
and MKA) to support top-k spatial keyword queries effectual. Similar to an inverted index, S2I maps distinct terms to 
the set of objects that contains the term. The lists of objects that contain a term are stored differently according to the 
document frequency of the term. If the term occurs often in the collection, the objects with the term are stored in an 
aggregated R-tree and can be retrieved in decreasing order of partial-score efficiently. Differently, the objects of 
infrequent term are stored together in a block in a file. Furthermore, we presentalgorithms to process single-keyword 
(SKA) queries and multiple keyword (MKA) queries effectual. Then,we view through extensive-experiments that our 
issues outperform the state of the-art approach in terms of query and update cost. 
 

III. PROPOSED ALGORITHM 
A. KEYWORD-NNE:  

In previous work, BKC algorithm drops its performance when the number of query keywords is increases.  To solve 
this  problem,  here  developed  a  more  efficient  keyword  nearest  neighbour  expansion  (keyword-NNE)  which  
uses  the different strategy. In this algorithm, one query is considered as a principal query keyword. Those objects are 
associated with principal query keyword are considered as principal objects. Keyword-NNE computes local best 
solution for each principal object. BKC algorithm returns the lbkc with having highest evaluation. For each of the 
principal object, its lbkc can be simply selects few closest and highly rated objects by the viewer/customer. Compared 
with the baseline-algorithm, the keyword covers significantly reduced.  These keyword covers a further processe in 
keyword-NNE-algorithm that will be optimal, and each keyword candidate covers processed generates very less new 
candidate keyword are covers.  
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Fig. 1: Baseline& Keyword-(NNE). 

B. PRELIMINARY:  

In  spatial  database,  each  object  present  in  database  i.e  be  associated  with  either  one  or  multiple keywords.  In 
this object with multiple keywords are directly transformed to multiple objects located at the same location without loss 
of generality. These objects are in the form of <id, x, y, keyword, rating> where location of the objects in two 
dimensional geographical space represented by x and y. Definition 1 (Diameter):  
 
Let O be a set of objects {o1,.......,on}. For oi; oj € O, dist(oi, oj) is the Euclidean distance between oi, oj in the two- 
dimensional geographical space. The diameter of O is Diam(O)=max dist(oi, oj).  
eq.(1) Each  objects  has  its  score  with  respect  to  diameter  of  object  and  keyword  rating  of  objects  in  O.  
Interest  of  the  user may be different in keyword ratings of the objects. Definition 2 (keyword Cover): Let T be a set of 
keywords {k1, . . . , kn} and O a set of objects {o1, . . . , on} O is a  keyword cover of T if one object in O is associated 
with one and only one keyword in T. Definition  3  (Best  Keyword Cover  Query):  Given  a  spatial  database  D  and  
a  set  of  query  keywords  T, BKC  query  returns a keyword cover O of T (O subset D) such that O.score ≥ O'.score 
for any keyword cover O‟ of T (O‟ subset D).In keyword-NNE algorithm, instead of individually processing principal 
objects are processed in blocks. Suppose k be the principal query keyword. KRR*k-tree used for indexing principal 
objects. Given principal node Nk in KRR*k-tree, and lbkcNk consider as local  keyword cover of Nk, that  consists of 
Nk and other corresponding  nodes of Nk in each non-principal query keyword. 
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IV. SYSTEM ARCHITECTURE 

 
Fig 2. System architecture 

 
 This project introduced the generic version of the mCK query, called Best Keyword Cover (BKC) query, 

which considers inter-objects distance as well as keyword ratings. It is inspired by the observation of the improving 
availability and very good of keyword rating in decision making. Number of businesses/services/features are the world 
have be rating by users through online business review sites such as Yelp, Citysearch, ZAGAT and Dianping, etc. 

 This work can be introduced two BKC query processing algorithms, base-line and keyword-(NNE). The base-
line algorithm is a inspire by the mCK query processing technique. Both the base-line algorithm and keyword-(NNE) 
algorithm are supporting by indexing the objects with an R-tree index, called as KRR*-tree. 

V. SIMULATION RESULTS 
 
The simulation studies involve the deterministic develops two BKC queryprocessing algorithmsbase-lineand    

keyword-NNE. The baseline algorithm is inspired by the mCK query processing methods. Both  the  baseline  
algorithm and  keyword-NNE  algorithm  are  supported  by indexing  the  objects  with  an  R*-tree  like  index, called 
KRR*-tree. The developed much scalable keyword nearest neighbor expansion (keyword-NNE) algorithm which 
applies a different strategy. The following screenshot show the result of project. 

 
 
 
 
 
 
 
 
 
 



  
                        
                   
                    
                   ISSN(Online) : 2319-8753 

                                                                                                                                                                   ISSN (Print)  :  2347-6710 

International Journal of Innovative Research in Science, 
Engineering and Technology 

(An ISO 3297: 2007 Certified Organization) 

Vol. 5, Issue 11, November 2016 
 

Copyright to IJIRSET                                                               DOI:10.15680/IJIRSET.2016.0511147                                          19533 

    

1. Home page: 

 
Fig 3. Home Page 

2. Search result: 

 
Fig 4. Search Result 
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3. Keywords Ratings: 

 
Fig 5. Keyword Ratings 

4. Keywords NNE Graph: 

 
Fig 6. Efficiency of Project 

VI. CONCLUSION AND FUTURE WORK 
 

The proposed system in this paper provides a flexible approach and a very sensible decision making than the existing 
approach. The bKC query provides the result on the basis of not only the interobject distance but also with the keyword 
rating of that object. The keyword rating of the object is provided by the user on his personal experience while using 
the system. So as the keyword rating is important in decision making this approach gives the optimizedresult than the 
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mCK query given in existing approach. The KNN algorithm provides optimized approach for the system in which the 
generated candidate cover set is minimized. The future work with this system is adding the concept of personalized 
search. The personalized search is gaining popularity due to its benefits. So the use of personalized search will increase 
the flexibility of the system. The future work is to provide the methods which automatically provide the methods for 
detecting the keyword rating than provided by the user. 
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